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nomic environment that includes various
social values, research practices and business
pressures. We are mindful that, in some situa-
tions, modifying patent law may reduce one
problem (such as permitting more competi-
tion), while magnifying others (such as
reducing incentives to conduct research and
development). Nevertheless, although care
must be taken, this debate needs to progress
to ensure that patenting practices, as applied
to genetic material, fulfil the ultimate objec-
tive of encouraging the development of
genetic technologies into products for the
public’s good.

Update – note added in proof
The recent announcement that scientists
will share a patent over a disease-related
gene43 with a patient advocacy group, who
provided the researchers with blood and
tissue samples44, is a positive sign that
researchers take seriously their moral
responsibility to donors. Such steps are in
agreement with recent policy statements
issued by HUGO45. Binding legal measures
would help to ensure that researchers and
companies who comply with this type of
ethical norm do not face unfair competi-
tion from those who do not.
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The origins of bioinformatics
Joel B. Hagen

T I M E L I N E

Bioinformatics is often described as being
in its infancy, but computers emerged as
important tools in molecular biology during
the early 1960s. A decade before DNA
sequencing became feasible,
computational biologists focused on the
rapidly accumulating data from protein
biochemistry. Without the benefits of
supercomputers or computer networks,
these scientists laid important conceptual
and technical foundations for
bioinformatics today.

It is tempting to trace the origins of bioinfor-
matics to the recent convergence of DNA
sequencing, large-scale genome projects, the

internet and supercomputers1–3. However,
some scientists who claim that bioinformatics
is in its infancy acknowledge that computers
were important tools in molecular biology a
decade before DNA sequencing became feasi-
ble4. Although the pioneers of computational
biology did not use the term ‘bioinformatics’
to describe their work, they had a clear vision
of how computer technology, mathematics
and molecular biology could be fruitfully
combined to answer fundamental questions
in the life sciences.

Three important factors facilitated the
emergence of computational biology during
the early 1960s. First, an expanding collection
of amino-acid sequences provided both a
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cerns were “blown away” by Sanger’s work,
which quickly dispelled any doubts that
each protein was characterized by a unique
primary structure11.

Sequencing insulin was a case of problem
solving by a master chemist who used great
scientific skill in separating and identifying the
fragments of protein degradation12. At the
same time, however, other biochemists were
developing more refined methods that would
transform the laborious analytical process
used by Sanger and his co-workers. The
Edman degradation reaction, by which bio-
chemists could sequentially remove and iden-
tify individual amino acids from the amino
terminus of a short peptide, was a great
improvement over the more tedious methods
used by Sanger8,9. The use of ion exchange
columns and other innovations in CHROMATOG-
RAPHY and electrophoresis also made sequenc-
ing more efficient. Just as significantly, the
entire process of separating and identifying
amino acids was rapidly becoming automated.
Using semi-automated techniques, researchers
led by Stanford Moore and William Stein at
the Rockefeller Institute were able to sequence
the 124 amino acids in RIBONUCLEASE in about
half the time that Sanger’s group had spent
deciphering the sequence of the 51 amino
acids in insulin13,14. Automation sent a shock
wave through the biochemical community,
because it promised to transform sequencing
into a routine procedure carried out, not by
master chemists, but by competent laboratory
technicians8. By the late 1960s, Pehr Edman
had designed the ‘sequenator’, a fully automat-
ed sequencing machine that implemented his
already widely used degradation reaction15.

developed from weapons research pro-
grammes during the Second World War,
finally became widely available to academic
biologists. Not all biologists had — or wanted
to have — access to these machines but, by
1960, scarcity of computers was no longer a
serious stumbling block for the development
of computational biology.

Sequencing proteins
The idea that proteins carry information
encoded in linear sequences of amino acids is
commonplace today, but it has a relatively
short history. This idea first emerged during
the decades following the Second World War,
a time that one main participant, Emil Smith,
later described as a “heroic period” in protein
biochemistry8. The watershed event of this
period was the first successful sequencing of a
complete protein, INSULIN, by Frederick Sanger
and his colleagues8–10 at Cambridge University
during the decade 1945–1955 (FIG. 1).

Sanger’s achievement, for which he was
awarded the 1958 Nobel Prize in chemistry,
firmly established the polypeptide theory of
protein structure. First formulated in 1902,
this theory had faced considerable scepti-
cism and competition from alternative the-
ories9 (FIG. 2). Analytical techniques in pro-
tein biochemistry had improved greatly
during the 1930s and 1940s, but before
Sanger’s work, practically nothing was
known about the order of amino acids in
any protein. One could, therefore, still cling
to the belief that proteins were structurally
simple or even that they had no definite
structure at all. As the biochemist Paul
Zamecnik later recalled, these lingering con-

source of data and a set of interesting prob-
lems that were infeasible to solve without the
number-crunching power of computers.
Second, the idea that macromolecules carry
information became a central part of the con-
ceptual framework of molecular biology.
Although some historians and philosophers
have questioned the theoretical significance of
this idea for modern molecular biology5–7, it
seems likely that thinking in terms of macro-
molecular information provided an impor-
tant conceptual link between molecular biol-
ogy and the computer science from which
formal information theory had arisen. Third,
high-speed digital computers, which had

Figure 1 | Frederick Sanger at the Nobel prize
ceremony in 1980. 
(Photograph kindly provided by the MRC, Laboratory 
of Molecular Biology, Cambridge, UK.)
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focused their efforts on providing mechanis-
tic explanations for how enzymes, protein
hormones, antibodies and respiratory pig-
ments worked. This episode has attracted
considerable historical interest9,12,20, but histo-
rians have paid much less attention to how
macromolecular information could be
thought of in an explicitly phylogenetic con-
text. This phylogenetic approach was a signifi-
cant departure from traditional biochemical
thinking about structure and function, which
had largely ignored evolutionary questions.
Indeed, historians have often stressed the con-
flicts between evolutionary biology and the
more experimental sciences such as biochem-
istry. However, during the 1960s, biochemists
and molecular biologists were increasingly
drawn to evolutionary questions. For exam-
ple, Emile Zuckerkandl and Linus Pauling
referred to proteins and nucleic acids as
“semantides”, whose information-carrying
sequences of subunits could be used to docu-
ment evolutionary history21. Derived from
‘semanteme’, the fundamental unit of mean-
ing used by linguists to study human speech,
semantides were to be the analogous bio-
chemical units (hence the chemical suffix —
ide) for evolutionary studies.

How would the evolutionary information
carried by semantides be used? Zuckerkandl
and Pauling imagined a new field of ‘paleoge-
netics’ that would use the rigorous laboratory
techniques of biochemistry and molecular
biology to answer evolutionary questions tra-
ditionally studied by palaeontologists and
naturalists. Paleogeneticists, who soon

These innovations encouraged many labora-
tories to begin sequencing proteins and rapid-
ly expanded the library of amino-acid
sequences (TIMELINE).

Macromolecular information
Once the polypeptide theory became firmly
established and methods for sequencing pro-
teins were readily available, the idea of pro-
teins as information-carrying macromole-
cules became widespread. This general idea
developed within three broadly overlapping
contexts: the genetic code, the three-dimen-
sional structure of a protein in relation to its
function, and protein evolution.

The genetic code. Concurrent developments
in the molecular biology of the gene provided
a compelling theoretical context for dis-
cussing how genetic information was trans-
ferred from a sequence of nucleotides to a
sequence of amino acids. However, the
sequencing of DNA and RNA presented for-
midable technical hurdles that were not fully
overcome until the early 1970s (REF. 16). So,
although molecular biologists learned a great
deal about the genetic code, the actual
nucleotide sequences of genes remained
largely unknown during the 1960s. With a
growing collection of amino-acid sequences,
the idea of molecular information could
therefore be explored with proteins in ways
not applicable to nucleic acids.

Protein structure. From a purely biochemi-
cal perspective, one could ask about the

causal relationship between the information
carried in the primary structure of a protein
and the three-dimensional configuration of
the active molecule. Experiments carried
out by Christian Anfinsen and his col-
leagues at the National Institutes of Health
in the late 1950s showed that, after being
denatured, ribonuclease spontaneously
refolded to regain its original enzymatic
activity17. This was taken as compelling evi-
dence that the sequence of amino acids
completely specified the three-dimensional
structure of the protein. Of course, in prac-
tical terms, knowing the sequence did not
necessarily allow biochemists to correctly
predict the secondary and tertiary struc-
tures of a protein. But sequence data played
a key role in interpreting the X-ray diffrac-
tion images used by John Kendrew and Max
Perutz (FIG. 3) to determine the three-dimen-
sional structures of MYOGLOBIN and HAEMO-
GLOBIN18. Combining the biochemical tech-
niques of sequence analysis with the
biophysical techniques of X-RAY CRYSTALLOG-
RAPHY seemed to hold the key to under-
standing how the molecular information in
a sequence of amino acids causes a protein
to fold into a specific, often highly complex,
three-dimensional configuration13,14,17.

Protein evolution. The idea that linear infor-
mation could determine the structure and
function of proteins fits squarely within a
dominant tradition in twentieth-century bio-
chemistry — the ‘protein paradigm’19. For
several decades before 1960, biochemists had
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Figure 3 | Max Perutz, who shared the 1962
Nobel prize in chemistry with John Kendrew. 
(Photograph kindly provided by the MRC, Laboratory 
of Molecular Biology, Cambridge, UK.)
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Figure 2 | Alternative theories of protein
structure. Although the polypeptide theory was
widely accepted by the time of the Second World
War, there remained cautious doubt about protein
structure when Frederick Sanger began his work
on insulin. a | An influential group of biochemists
during the early decades of the twentieth century
had argued that proteins were amorphous
colloids, with no definite molecular structure.
Although this idea steadily lost ground, a few
biochemists clung to the idea that polypeptides
were merely artefacts formed when colloidal
proteins were denatured. Other structural theories
surfaced during the 1930s. b | According to the
cyclol theory, proteins were honeycomb-like
fabrics formed from interlocking cyclical subunits.
These alternative theories were not strongly
supported but, until insulin was sequenced, they
were not completely ruled out. c | According to
periodicity theories, proteins were simple,
repetitive chains of amino acids.
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trated by the career of Margaret Oakley
Dayhoff31,32. Trained in quantum chemistry
and mathematics, she became interested in
proteins and molecular evolution around
1960. As associate director of the newly estab-
lished National Biomedical Research
Foundation, an organization founded specifi-
cally to encourage the development of com-
puter applications, Dayhoff was well situated
to explore mathematical approaches for
analysing amino-acid sequence data (FIG. 4).

Continuously funded by grants from the
National Institutes of Health throughout the
1960s and with further support from the
National Science Foundation, the National
Aeronautics and Space Administration, and
the IBM corporation, Dayhoff moved on sev-
eral fronts. Her initial project was writing a
series of FORTRAN programs to determine
the amino-acid sequences of protein mole-
cules33,34. Taking the overlapping peptide frag-
ments from the partial digestion of a protein,
the programs deduced all of the possible
sequences that were consistent with the data.
Conceptually similar to the puzzle-solving
approach that biochemists claimed to have
used in the early sequencing investigations of
insulin and ribonuclease10,13,14,35, Dayhoff ’s
computer programs arrived at the correct
sequence for a small protein (ribonuclease)
within a few minutes. The same feat had
taken a team of humans many months to
accomplish. Similar programs written by
other computational biologists at about the
same time claimed to successfully sequence
hypothetical proteins up to 750 amino acids
in length36. Significantly, even during the early
development of these programs, Dayhoff and
her contemporaries realized that the logic of
sequence analysers could also be directly
applied to nucleic acids when gene sequences
finally became available.

Computer programs for sequence analysis
followed the principles initiated by the auto-
matic amino-acid analyser used by Stein and
Moore37,38. In both cases, the objective was to
develop quickly a library of sequences that
could be used for studies in comparative bio-
chemistry and molecular evolution. To pro-
mote this end, Dayhoff established the Atlas of
Protein Sequence and Structure, an annual
publication that attempted to catalogue all
known amino-acid sequences. Although
rudimentary by today’s standards, the Atlas
served as the first database for molecular biol-
ogy, and it became an indispensable resource
for early computational research25,31,32,39. It
eventually evolved into a major online data-
base, the Protein Information Resource (PIR),
established in 1983, and it provided an
important point of departure for other com-

have emphasized the importance of instru-
mentation8,9,19 but, with the exception of John
Kendrew’s use of computers for elucidating
the three-dimensional structure of
myoglobin18,27, the historical role of digital
computers during the 1960s has been virtual-
ly ignored. Even in the case of Kendrew, com-
puters have not been viewed as contributing
decisively to the discovery process.
Nonetheless, digital computers were well suit-
ed to deal with the types of numerical data
that protein biochemists were generating in
growing amounts.

By the early 1960s, computers were becom-
ing widely available to academic researchers.
According to surveys conducted at the begin-
ning of the decade, 15% of colleges and univer-
sities in the United States had at least one com-
puter on campus, and most principal research
universities were purchasing so-called ‘second
generation’computers, based on transistors, to
replace the older vacuum-tube models28. The
first high-level programming language, FOR-
TRAN (formula translation), was introduced
by the International Business Machines (IBM)
corporation in 1957. It was particularly well
suited to scientific applications, and compared
with the earlier machine languages, it was rela-
tively easy to learn. For the first time, detailed
knowledge of computer architecture was not
needed to write a computer program. This
important innovation in computer software
encouraged the growth of computational biol-
ogy. At the same time, there was a concerted
effort by governmental agencies and the com-
puter industry to foster the development of
academic computing in the life sciences29,30.

The attraction of computers is well illus-

became more commonly referred to as mole-
cular evolutionists, had several approaches at
their disposal. Comparisons of similar pro-
teins, such as myoglobin and haemoglobin,
provided evidence for molecular evolution by
gene duplication. Comparison of homolo-
gous proteins drawn from various species
could be used to trace phylogenetic relation-
ships among both the proteins themselves
and the species that carried them. In some
cases, such comparisons could also be used to
recreate the ancestral proteins from which
present-day molecules evolved. Assuming
that amino-acid substitution rates were rela-
tively constant within a given protein, paleo-
geneticists had a ‘MOLECULAR CLOCK’ by which
evolutionary events might be reliably dated.

These claims, particularly the idea of a
molecular clock, were enormously controver-
sial and provided a source of conflict between
molecular evolutionists and traditional natu-
ralists22–24. Sequence analysis also had to com-
pete with well-established molecular tech-
niques, such as the immunological measures
used by Morris Goodman, Allan Wilson,
Vincent Sarich and others to unravel phylo-
genetic relationships23. Encounters among
competing groups of biologists at profes-
sional meetings could be bruising, but these
confrontations should not eclipse the
important synthesis of evolutionary biology,
protein biochemistry and computer science
that was beginning to emerge during the early
1960s, which laid an evolutionary foundation
for the bioinformatics of today24–26.

Emergence of computational biology
Historical studies of protein biochemistry

Glossary

CHROMATOGRAPHY

A chemical analysis technique that uses a process of
separating gases, liquids or solids from mixtures or
solutions by selective adsorption.

CYTOCHROMES

Proteins whose function is to carry electrons or protons
(hydrogen ions) by virtue of the reversible
charging/discharging of an iron atom or iron/sulphur
atoms in the centre of the protein. Cytochromes are
central molecules of electron transport in the process
known as oxidative phosphorylation. Cytochromes are
divided into four groups (a, b, c, d) according to their
ability to absorb or transmit certain colours of light.

HAEMOGLOBIN

Protein present in red blood cells that reversibly binds
oxygen for transport to tissues.

INSULIN

A protein hormone secreted by β cells of the pancreas.
Insulin is important in the regulation of glucose
metabolism, generally promoting the cellular use of
glucose. It is also an important regulator of protein and
lipid metabolism. Insulin is used as a drug to control

insulin-dependent diabetes mellitus.

MOLECULAR CLOCK

The hypothesis that, in any given gene or DNA
sequence, mutations accumulate at an approximately
constant rate in all evolutionary lineages as long as the
gene or the DNA sequence retains its original function.

MYOGLOBIN

An oxygen-carrying muscle protein that makes oxygen
available to the muscles for contraction.

RIBONUCLEASE

A enzyme that hydrolyses RNA.

X-RAY CRYSTALLOGRAPHY

Study of the molecular structure of crystalline
compounds through X-ray diffraction techniques.
When an X-ray beam bombards a crystal, the atomic
structure of the crystal causes the beam to scatter
(diffract) in a specific pattern. X-ray crystallography
provides information on the positions of individual
atoms in the crystal, the distances between atoms, the
angles of the atomic bonds and other features of
molecular geometry.
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1960s, several biologists developed computer
algorithms for determining sequence homol-
ogy and aligning related sequences to account
for deletions or insertions43,45,46.

Walter Fitch’s moving-window approach
searched for nonrandom alignments by com-
paring all possible combinations of
sequences of a given length (say 30 amino
acids) along two protein molecules. For each
of the thousands of comparisons, the com-
puter calculated the minimum number of
mutations required to convert one sequence
to the other. This was done using a matrix of
the number of mutations needed to substi-
tute one amino acid for any other on the
basis of the genetic code. The computer was
instructed to print out all sequences whose
similarity could not be accounted for by
chance. Fitch’s approach was further elabo-
rated by others, notably Saul Needleman and
Christian Wunsch, whose algorithm remains
one of the standard methods for sequence
alignment47. The computational approach
used by Dayhoff and Richard Eck was simi-
lar, but their MDM (mutation data matrix)
or PAM (per cent accepted mutation) matri-
ces were based on the probability of substi-
tuting a given amino acid with any other.
These probabilities were estimated by count-
ing the occurrence of each amino-acid sub-
stitution in families of very similar proteins
(for example, cytochromes or haemoglobins)
taken from the Atlas of Protein Sequence and
Structure. The matrices proved useful for
more distantly related proteins as well, and
quickly became standard tools for detecting
homology and aligning sequences. PAM
matrices continue to be used today and have
stimulated the development of several more
refined methods3.

Even the most challenging computational
problems in bioinformatics had precursors in
the 1960s. For example, the biophysicist Cyrus
Levinthal and a team of researchers48 used
one of the first large, time-sharing computers
at the Massachusetts Institute of Technology
to construct three-dimensional models of
cytochrome c. A visual display of the molecule
was projected on an oscilloscope screen.
Researchers could control the rotation of the
model using a hand-operated device similar
to a track ball and could manipulate the
model using either a keyboard or a light pen.
Because of limitations in the speed of even the
most powerful computers of the day, this
early modelling effort did not have an imme-
diate impact on biochemistry or molecular
biology. However, it was an important histori-
cal bridge between earlier mechanical and
stereoscopic modelling techniques and the
advanced computer models of today.

putational biologists, who soon began build-
ing their own molecular databases40.

Critics have pointed out that most of the
entries in Dayhoff ’s Atlas were interspecific
variations of a few well-studied proteins such
as cytochrome c, and that the number of
known protein sequences remained fairly
small throughout the 1960s (REF. 40). What
should not be overlooked, however, is how
the early comparative studies of homologous
proteins opened up the field of molecular
evolution. Although phylogenetic analysis of
amino-acid sequences could be done by
hand41, computers proved immensely valu-
able in this regard. From the beginning, theo-
retical biologists realized that in most cases
the number of possible phylogenetic trees was
so great that it would be infeasible for a
human to evaluate even a small fraction of
them. If every amino acid in even a small pro-
tein was to be considered a separate character,
then finding the most likely tree was clearly an
appropriate task for digital computers. Early
molecular evolutionists such as Russell
Doolittle, who began studying protein phylo-
genies without computers, quickly added
them to their research programmes by the
late 1960s.

The potential for using computers for
phylogenetic analysis was dramatically
demonstrated for cytochrome c, the respira-
tory pigment found in all aerobic cells. By the
mid-1960s, the protein had been sequenced
for a wide variety of plants, animals, fungi
and microbes. In a now classic article, Walter
Fitch and Emanuel Margoliash showed how

this data could be used to build a phylogenet-
ic tree that was remarkably similar to those
based on more traditional taxonomic charac-
ters42. In this, and in the similar computer
programs concurrently devised by Dayhoff ’s
team43,44, pairwise comparisons were made
among homologous amino-acid sites on
CYTOCHROMES drawn from 20 species. The
computer calculated the mutation distances,
or the minimum number of steps required to
convert one cytochrome to another. Starting
with a simple three-branched tree, subse-
quent branches were added sequentially in a
way that would minimize the mutation dis-
tances. These early computer programs did
not attempt exhaustive searches for the sim-
plest phylogenetic tree, but left this partly to
human intuition. The investigator chose a
different initial subset of three proteins, then
the computer constructed a second tree. The
new tree was discarded if it turned out to be
less satisfactory than the original one. During
the research leading to their article, Fitch and
Margoliash examined 40 trees in an attempt
to find the optimal one.

The molecular phylogenies constructed by
early computational biologists rested on the
assumption that the proteins being compared
were homologous. In cytochrome c trees, the
proteins from various species were so similar
that there was no question that they shared a
close common ancestor. However, detecting
homology, and distinguishing it from chance
similarity, in more distantly related proteins
was recognized as an important problem by
molecular evolutionists. During the late
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Figure 4 | The IBM 7090 computer, which Margaret Dayhoff used for her early work. This famous
computer was one of the first solid-state machines and was used widely in business and defence
settings, as well as scientific applications.
(Photograph courtesy of IBM archives.)
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Conclusions
By 1970, computational biologists had devel-
oped a diverse set of techniques for analysing
molecular structure, function and evolution.
Although originally designed for studying
proteins, many of these computing tech-
niques could be adapted for studying nucleic
acids. Some of these techniques survive today
or have lineal descendants that are used in
bioinformatics. In other cases, they stimulat-
ed the development of more refined tech-
niques to correct deficiencies in the original
methods. Although the nascent field was later
revolutionized by the advent of genome pro-
jects, large-scale computer networks,
immense databases, supercomputers and
powerful desktop computers, today’s bioin-
formatics also rests on the important intellec-
tual and technical foundations laid by scien-
tists at an earlier period in the computer era.
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Genetic disease since 1945
M. Susan Lindee

T I M E L I N E

Although hereditary disease has been
recognized for centuries, only recently has it
become the prevailing explanation for
numerous human pathologies. Before the
1970s, physicians saw genetic disease as
rare and irrelevant to clinical care. But, by
the 1990s, genes seemed to be critical
factors in virtually all human disease. Here I
explore some perspectives on how and
why this happened, by looking at two
genetic diseases — familial dysautonomia
and phenylketonuria.

Human hereditary disease has a long
recorded history but, for most of the twenti-
eth century, geneticists knew more about
hereditary pathology in the mouse or the
fruitfly than in human beings. In the past
thirty years, however, pathology as related to

our genes has become the focus of intense
medical, scientific and corporate interest.
Many complicated bodily states have been
reconfigured as genetic diseases and, by the
1990s, heredity was the prevailing explana-
tion for virtually all disease states. Even
infectious disease has been rhetorically sub-
sumed under genetic mechanisms of inher-
ent vulnerability and genetically driven
immune system responses. The model in
which all bodily states have an underlying
genetic cause dominates concepts of disease
in the industrialized world, particularly in
English-speaking nations and even more so
in the United States.

One possible way to understand the new
centrality of genetic disease to scientific
research, medical education, medical theory
and the broader culture would be to
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